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Generative Artificial Intelligence Use
343.1   PURPOSE AND SCOPE
The purpose of this policy is to provide guidelines for department use of generative artificial
intelligence (GenAI). This policy does not apply to artificial intelligence that is integrated into facial
recognition applications, voice recognition applications, biometric access controls, or software that
redacts documents or video or similar applications.

Additional guidelines for the use of department information technology resources are found in the
Information Technology Use Policy.

343.1.1   DEFINITIONS
Definitions related to this policy include:

Generative artificial intelligence (GenAI) - A type of artificial intelligence that is algorithmically
trained on one or more large data sets and designed to generate new and unique data (e.g., text,
pictures, video) in response to a prompt (generally questions, instructions, images, or video) input
by the user.

343.2   POLICY
The use of GenAI systems carries unique benefits within a law enforcement agency, providing
ways to increase operational efficiency, enhance department procedures, and improve the overall
effectiveness of the San Diego Community College District PD.

However, the prompts input into GenAI systems can present risks to both individuals and law
enforcement agencies by making accessible to the public information such as department tactics,
investigative and training techniques, confidential information (e.g., confidential informants,
protected information), active investigations, and security procedures. In addition, without
safeguards in place, GenAI can produce unintended discriminatory or biased output as well as
content that is inaccurate, misleading, or copyrighted.

It is the policy of the Department to develop, implement, and use GenAI ethically and responsibly
in a way that minimizes potential risk and harm in accordance with the guidelines set forth below.

Any function carried out by a member of the Department using GenAI is subject to the same laws,
rules, and policies as if carried out without the use of GenAI. The use of GenAI does not permit
any law, rule, or policy to be bypassed or ignored.

343.3   RESPONSIBILITIES

343.3.1   CHIEF OF POLICE
The Chief of Police or an authorized designee shall approve all GenAI systems, their acceptable
uses, and their authorized user groups prior to the use, implementation, or development for any
department functions.
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343.4   USE OF GENERATIVE AI
The use of department GenAI systems by department members shall be limited to official work-
related purposes, and members shall only access and use GenAI systems for which they have
been authorized and received proper training.

Members shall use AI-generated content as an informational tool and not as a substitution for
human judgment or decision-making. Members should not represent AI-generated content as their
own original work.

AI-generated content should be considered draft material only and shall be thoroughly reviewed
prior to use. Before relying on AI-generated content, members should:

(a) Obtain independent sources for information provided by GenAI and take reasonable
steps to verify that the facts and sources provided by GenAI are correct and reliable.

(b) Review prompts and output for indications of bias and discrimination and take steps
to mitigate its inclusion when reasonably practicable (see the Bias-Based Policing
Policy).

(c) Include a statement in the final document or work product that GenAI was used to aid
in its production.

343.4.1   PRIVACY CONSIDERATIONS
Information not otherwise available to the public, including data reasonably likely to compromise
an investigation, reveal confidential law enforcement techniques, training, or procedures, or risk
the safety of any individual if it were to become publicly accessible, should not be input into a GenAI
system unless contractual safeguards are in place to prevent such information from becoming
publicly accessible. Members should instead use generic unidentifiable inputs, such as "suspect"
or "victim," and hypothetical scenarios whenever possible.

Protected information should only be input into GenAI systems that have been approved for such
use and comply with applicable privacy laws and standards (see the Protected Information Policy).

343.5   PROHIBITED USE
Members shall not use GenAI systems to rationalize a law enforcement decision, or as the sole
basis of research, interpretation, or analysis of the law or facts related to a law enforcement contact
or investigation.

Members shall not create user accounts in their official capacity or input work-related data
(including information learned solely in the scope of their employment) into publicly available
GenAI systems unless the system has been approved by the Chief of Police or the authorized
designee for the intended use.

343.6   TRAINING
The AI coordinator should ensure that all members authorized to use GenAI have received
appropriate initial training that is suitable for their role and responsibilities prior to their use of GenAI
and receive periodic refresher training. Training should include but is not limited to the following:



San Diego Community College District PD
Policy Manual

Generative Artificial Intelligence Use

Copyright Lexipol, LLC 2025/02/19, All Rights Reserved.
Published with permission by San Diego Community College
District PD

***DRAFT*** Generative Artificial Intelligence Use - 3

(a) A review of this policy

(b) The need for human oversight of GenAI outputs

(c) The interpretation, review, and verification of GenAI output

(d) Checking GenAI output for bias or protected information

(e) Ethical use of GenAI technology

(f) Data security and privacy concerns


